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1. INTRODUCTION

IN an earlier paper the author (Doss, 1962) extended: Cramér’s (1946)
and Huzurbazar’s (1948) results on consistency, uniqueness, asymptotic
normality and asymptotic efficiency of the maximum likelihood esti--
mates (m.l.e.’s) to. multiparametric distributions under a set of condi-
tions other than that of Chanda (1954). The set of conditions of that
paper is weaker than that of Chanda (1954) as far as consistency is
concerned. In the present paper the propérties of m.l.e.’s will be
established under another different set of conditions analogous to those
of Kulldorff’s (1957) Theorem 2. This set of conditions is necessarily
- weaker than that of Chanda (1954). It may be pointed that Kulldorff’s
(1957) conditions are themselves weaker than those of Cramér (1946);
and Chanda’s (1954) conditions are only straightforward generalization
of Cramér’s conditions to multiparametric distributions. The set of
conditions” presented in the present paper is not necessarily weaker
than that given in the author’s (Doss, 1962) earlier paper. However,
they are only complementary to each other and together they extend
the class of m.l.e.’s beyond the range covered by any one set of condi-
tions alone.

Let f(x; 61,6, ...,6;) be the probability density function of
a distribution depending on k parameters. For brevity we shall write
0= (0, 05 ..., 0). If xq, % ..., %, is a sample of n independent
observations from f(x; 6) we shall call

L= logf i 0)

as the likelihood function of the sample. Let the parameter space
be £ a k-dimensional interval, and let 8° be the true unknown value
of the parameter. vector §. 6° is assumed to be an inner point of Q.
We shall denote by & (¢,'6”) the distance between the points 8’ and
6, )
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Throughout the paper we assume that the following set of condi-
tions are satisfied. As is done in Kulldorff (1957) we -also postulate
the existence of at most one solut1on of the system of likelihood
equations.

Condition 1.—For almost all x and for all fef

o0 b . 3 o0 b _
f S@:f(x, 6) dx= f 36,96, f(x;dx=0
r,s=1,2, ..., k.
Condition 2.—There -exists a set of functions g, (6) r=1,2, ..., k)

which are positive and differentiable (¥ — 1) times (N = 3) for
all fef and satisfy the following relations for all ef2:

6] bg,(@)’ < oo rns=12 ...,k
i | e @5 eerea) |
i ao,,w,, Y
m=12 ..., N—=2;r,r,.. rm= L2 ...,k
d
N-1 9 .
(i) | 2 {g' (8) 36, 108/ (x; ) } < Hppy ey, )
20,90, ... 30 '

while

[ Hypy oo (0) ./ Cx5 6) dx < M < o0,

Condition 3.—For all 8¢, the matrix I(0) =] I, (0)| where

oo

In®= 5108 /(51 0) . 35108 (x3 ). s 6) s

—C0

is non-singular and | I(6) | is finite.

It may be noted that, for N = 3, these conditions are the same: as

those of Kulldorff’s (1957) Theorem 2.

2. CoNsISTENCY OF THE M.L.E.

In the following we shall prove both the existence of the solution
of the system of likelihood equations and its consistency.
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Theorem 1.—The solution of the system of likelihood equations
6 converges to the true value of the parameter vector 6 as n — oo.

Proof —The systein of likelihood equations for estimating the
unknown parameter vector are:

3L (6) _ _ '
'a—gr‘—o r——_l,2_,..-,k.
Expanding
g (6) dL(6)
n 26,

‘ ' o in a Taylor’s series, up to N terms, in the neighbourhood of the true
8° of the unknown parameter vector ¢ we have

g, (6) 2L (9)

n 20, :
\ k
- ' ‘ ’
+% Z 8.3,[39?;9‘ {g',(f);bﬁe(,e)}]a-ﬁ

1
N .8
T Z B By

r1, e fN.1=1 -
% [ Lol {gr (9 oL (0)}]
30,-130,’ e DG,N_] n 30,- 6:0’ ?

wﬁere 8 =0, — 0,2 and 6" is such that & (8, 6 > 8 (8, 6%, 8(¢, 9)
for every x. The above relation may be written -as

4, (9)

— 4, 6 + Z 80A,s (6% ,+j,12 Z: 3484 Aras (6°) +V...

=1 s t=1

k

1 ‘ | ,
Tw= Z 8130, + o By Arrs s ey (8)

iy eeer PR =1

‘ - | (1)
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where

g (6) DL(9)
A (0) - n : H

and

i {80 2O}
n 26,
26, 20,, ... 28,,

-m=12 ..., N—1.

Arr, ..: I'm (9) =

Since }1,,, I (0°) s the arithmetic mean of identically . distributed
independent random- variables, in virtue of Khintchine’s theorem
Ay, . e (69 converges in probability to

[am {6 3 108 £ (x; 0)}]
E| - . '
g

20,.6,, ... 20

m

=g°

™m

for all ry, ra ooy fw=1,2,"..., N—2-and | 4,r, ... ry, (§) | conrverges
in probablhty to a finite pos1t1ve quantity less than M for all r,’s because
of condition 2 (iii). In particular because of conditions 1 and 3,
A, (6% converges in probability to

E[8 0 gy 108 /5 0]

6= '
~ & () E[gylos/ (5 0] =0,
and A,, () connverges to
E[yp {8 @55 108 /(x5 o} |

= {532, £ Groe s

+ 8 () B (spag108 £ 53

6=0°

o)

))0=0°
)

S~

= — g (00) Ira (60)

Given two positive quantities €, 7 and B > M, it is then possible to find
the number #, = n, (&, 7) such that for all n > n, (e, 1)

\
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P [l A O | <15 | Ay o ()
" ) -b
» (8,6) 3 108/ x: 9))0=9°}
—E r < 7
be’x v hBfm ’

Pz N CU B B] >1—¢

m=12,...,N—2; Arl,rz, e Tem=1,2,..

Now, consider the system of likelihood equations
. . .
— Z 8.4, (6%
=1

k
= A, (6°) + % Z 8o, A4,0 (6°) 4 ...

1
—{- (N _Tﬁ Z 8’18"2 e 8fN_1A"| oee Fr—1

F1r evay 'N—1=1

r=12 ...,k

(9.

(2) |

Lk

€)

Since, || I, (6°) || is. non-singular and g, (6°) > 0 forallr =1, 2, ..., &,

|- (6% 7, () | =H g: (6% [ 1. (6%) | 0
and so

FAGINC
exists. Hence

[| A,y (80) |2 =1 A7 (69 |

(say) also exists. Therefore we have from (3)

8; = a, (60) + ,Z‘i S‘Siaut (00) + v -

K - : ’
_l,_ 2 8,18,, DE er_larr, e rN—] (0 )

£l 00 ’N——l .

RS, e I

(4)
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where ‘
.
a(@)=— X 4,06 47 (0)
p=l

and s

% .
' 1
al"’x e i (0) = - ,m Z AD': e It (0) . A”' (o)'

Since || 4™ (6% |' is a matrix of finite elements, we can choose no (t,m)
for arbitrary e, n such that for all n > ng4 (e, 1)

Pl |.a (00) [ <7, I Crry o fin (60) ] < ©0;

| @rry v rgey (0) | < 0] > 1 — e

Hence, it is easily seen that the system of likelihood equations (3) admit
a solution 8 = (5, 5,, ..., &) which are of the same order as 7. It
follows therefore that :

for all n> (e n). Hence it 1mmediately follows' that the solution
of the system of likelihood equations § exists and is a consistent esti-
mate of the true parameter vector 6°.

3. ABSOLUTE MAxiMUM oF THE M.L.E.

In this section we shall establish the maximum property of maximum
likelihood estimates. Before that we shall prove the following important
and useful lemmas.

Lemma 1.—If 6* is any consistent estimate (not Anecessar-ily the
solution of the system of likelihood equations) of 6°, then

(30 527 %56 s

: N,
converges in probability to — g, (6% I,,(0%) as n — oo, '

Proof—Expanding 4,, (01‘)'in a Téylor’s series in the neighbour-
hood of 6° we have

A0 = A0 () + ) Sy (@) ‘.

tel
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.
+3

Z 8' Su Arsm (0 ) +

=

+ = Z 8 By Ay (8

rn_.,
(5)
where
8"!' — etT — 0t0
and o ,
5 (6, 69 > 8 (97, 09), & (0", 6").

Now, consider the convergence of each random variable involved
in the right-hand side of the above expansion. We know that A, (09
converges in probability to — g, (6°) I,, (6", and 5,”s to zero. It can
be easily seen from (2) that A,y (6°), A4, (6°), etc., converge in prob-
ability to finite quantities. Hence, it follows from Sultsky’s theorem
that 4,, (6") converges in probability to — - & (00) I, (6%. This com-
pletes the proof of the lemma.

Lemma 2.—The matrix

NL(H) A H
80,00, /o=

is negative-definite with probability tending to,cértainty.

Proof.—1t ‘can’ be easily seen that

122L (6)
n 30,30. 6=

can be written as

1 D”L(B)
n 26,36,
g,l(e) L{DB (gr 2 Mblﬁ(g) }o [}
W

Since § is the consistent solutlon of the system of hkehhood equations
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_(l LEOY
n. 30,— 0=§ ’
from lemma 1 it follows that -

' { R} (g,‘(e) 3L (6) }

20, \n 08, JSg=p

converges in brobability to — g, (%1, (6°. Because of their con-
tinuity in £, o ) _

(50 '

50& 9=79 )
and g, (6) converge in probdbility, respectively to the finite quantities

(0

bes §=4°

and g, (8% (see condition (2)). Hence, in virtue of Slutsky’s theorem,
it follows from'(6) that - : ' '

1YL |
n 26,36, 6=49

converges in probability to — 1., (69.

In order to prove lemma 2, we have to consider the quadratic from

%

2. G 5o
A\n 30,30, Jg=3 Urlls

r, 0=1

' where u = (uy, 45, ..., ) is any finite vector. Being a rational

function of random variabes such as

1 2L (6)
n 30,00, J9=4"

this form, in virtue of Slutsky’s theorem, converges . in probability to

= 4 I's (00) U, ' ) -

r, 8=1

which is negative-definite. Hence the lemma.

. Now we have

?‘heoiem 2.—The solutjon of the system of likelihood equations
provides the absolute maximum of the likelihood function with prob-
ability tending to certainty as # - oo, . :
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- Proof —From lemma 2, it immediately follows that L(6) has a
maximum at § with probability tending to certainty as n — co. Since
we have postulated that the system'of likelihood equations have at

- most one solution, it follows that L (0) has absolute maximum at 4,

4. ASYMPTOTIC NORMALITY AND ASYMPTOTIC
- EFFICIENCY .OF THE M.L.E.

Theorem 3.—The solution of the system of likelihood. equations
is distributed as a k-variate normal distribution w1th means zero and
variance- covanance matrix

= I, (69 |7

HIACY |
And, it is-asymptotically efficient estimate of the unknown parameter
vector.

Proof —Consider the following equation which is obtained by
putting § = in (4):

~ k ~ oA
O = a, (09 + 2 6,04, (69 4 .
: 8, 1=1 )

N PO A 4 .
) + 2 8,.13,2 A afn—laffl""N—l (0 ) . (7)

ria.ryga =t

In virtue- of multi-dimensional form of Liapounoff’s- central limit

theorem, it follows that A4, (%), A, (8, ..., 4; (6°) are asymptotically

jointly distributed as a k-variate normal distribution with means zero
and variance-covariance matrix

T= g () g 6 L ()]

Since all the summands on the right-hand side of (7) converge in prob-
ability to zero, it then follows that 81 05, ..., 8 are asymptotically
jointly distributed as a k-variate normal dlstrlbutlon with zero means
and variance-covariance matrix given by DJD’ where

D= ” 8 (00) Ira (‘90) ”—1' -

As shown earlier (Doss, 1962)
DJD' = ’1~1 | I, (6% 172

Hence the theorem.
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